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I. BACKGROUND 

Proximity detection underwater is performed primarily by sending and receiving some form of magnetic or acoustic radiation.   

This is done by propagating a known output signal, and measuring the response of or disturbance from some target.  However, 
these systems have limitations in how much range resolution and accuracy they can provide under certain conditions. 

Recognizing this short-coming, optical techniques for underwater ranging are being investigated.  Optical systems can provide 

update rates on the order of mega-Hertz because it depends on the speed of light instead of the speed of sound.  Perhaps most 

importantly, they can provide much greater resolution and accuracy in their measurements than existing systems, theoretically on 

the order of centimeters, or even sub-centimeter, depending on the configuration. There is, in fact, a US Navy requirement for a 

high-precision, large dynamic-range, proximity detector that is as insensitive as possible to changing water conditions, with a 

range of less than two meters. 

However, when traveling through a medium such as water, an optical signal will attenuate exponentially because of absorption 

and scattering. The absorption coefficient, or , characterizes the photons that are extinguished and cannot be recovered by the 

detector.  Physically, when dealing with wavelengths in the blue to IR spectrum (about 400nm to 100µm), this loss is caused by 

the photons interacting with the water molecules and some particulates in the water. Wavelengths in the near infrared (NIR) 
spectrum interact more strongly, and absorb more quickly [1]. Running out of signal due to absorption is called reaching your 

photon limit.  An analogy would be like driving a car on a clear night- if the vehicle’s high beams are turned on, the driver can see 

farther. In other words, sending more photons into the environment (i.e. using a greater optical power), will allow the system 

better range when this type of loss is dominant. 

Scattering, characterized by the scattering coefficient, , causes a photon to be deflected from its trajectory rather than simply 

being absorbed.  This kind of loss comes from photons bouncing off of various particulates in the water, both organic and inor-

ganic; the more turbid the water is, the more prone photons are to scatter [1]. A small percentage of photons have an angle of 

reflection large enough to become “backscatter.” These photons are reflected 

back at the detector without making it to the target and are especially trouble-

some; they become noise, carrying no useful information.  Reaching a point 

where the return signal is dominated by this backscatter noise is referred to as 
reaching the backscatter limit.  Returning to the night-driving analogy, this 

type of loss would be like the driver turning on high beams in a fog- the driver 

might be able to see a little farther if the fog is light enough, but eventually he 

or she would just be blinded by the reflected light. 

These two measures of signal loss are often combined additively into a 

single measure, called the beam attenuation coefficient, or .  This is the total 

loss in signal strength.  The challenge in performing optical proximity detec-

tion in the underwater environment is to receive more photons from the 

underwater object than either the receiver noise floor or the ambient environ-

ment. In the next section, two different approaches for underwater optical 

proximity detection will be discussed. 

II. DESIGN OF AN UNDERWATER OPTICAL RANGING SYSTEM 

A. Previous Design 
Fig. 1 shows a previous approach to an optical ranging system.  A light 

source is set next to a receiver such that the cone of light emitted can be seen 

within the field of view (FOV) of the receiver when it is reflected off of a 

target.  As the target gets closer, the amount of light received gets greater, and 

the signal amplitude increases.  However, as the target is moved closer still, 

the common volume of the cone of light and the FOV gets smaller, causing 

the amplitude to fall off.  Distance can then be determined relative to the peak 

amplitude observed [2]. 
 Fig. 1  A previous approach to optical ranging underwa-

ter using return signal amplitude [2]. 
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While such a system is elegant in its simplicity and relatively compact, it is an extremely limited approach to ranging, as it is 

only able to operate over short distances, on the order of a few centimeters.  In addition, a large amount of optical power is needed 

to operate such a system, especially if one wishes to increase the operating range.  Practically, these factors limit the applications 

and usefulness of such a system. 

 

B. A Hybrid Approach 
A natural choice for precision ranging is coherent LIDAR (Light Detection and Ranging).  However, it cannot be used directly 

in water because environmental effects cause a loss of optical coherence.  On the other hand, RADAR (Radio Detection and 

Ranging) offers coherent detection, but since microwaves attenuate so rapidly in water, they cannot propagate.  A solution is to 

modulate a light signal with a microwave signal, thus forming a hybrid approach.  Using this hybrid signal, we are able to take 

advantage of the coherent detection of the RF modulation envelope, the RADAR signal, to measure range to a target. 

Using this hybrid approach has previously been demonstrated by researchers at NAVAIR’s Patuxent River, Maryland facility 

to improve the performance of underwater imaging systems allowing for a range of greater than ten meters [3].  This system used 

a wavelength in the blue-green spectral region (450 to 550nm) due to the absorption characteristics of pure water, as seen in Fig. 

2. However, since the optical proximity detector is being developed for a shorter range, less than two meters, other wavelengths 

are being considered. By choosing a higher wavelength in the red to NIR region (660 to 830nm in our case), optical loss will be 

dominated by absorption.  This means that the effect of scattering on measurement accuracy is limited.  And, since scattering is 

dictated by water turbidity, a change in water turbidity will not have as much of an effect on the measurement.  Thus, the system 

will be able to operate more reliably in a number of environments.    Laser diodes that can be modulated at megahertz rates are 
also readily available at these wavelengths, which is beneficial for making the system compact and efficient. 

III. EXPERIMENTAL SETUP 

A. Laser 

Traveling the path of the signal through our experimental setup, seen in Fig. 3, we start with the laser.  In our experiments, we 

tested three wavelengths: NIR, 830nm; red, 660nm; and green, 532nm.  We used green as a basis of comparison, since we have 

used this wavelength extensively in the past. 

All were continuous wave (CW) lasers.  The NIR laser was a laser diode modulated via current injection with an average opti-

cal output power of about 50mW when modulated at 66MHz.  The red laser was likewise a laser diode, this one with an average 

output power of about 10mW at 70MHz.  The green was a solid state laser with an average output power on the order of a few 

watts, of which we only used a maximum of about 200mW.  We used an external electro-optic (EO) modulator to achieve 70MHz 

modulation (the EO modulator and the necessary RF amplifier are not shown in the Fig. 3).  In all cases, the laser was driven by 

the same RF generator as was the demodulator. 

B. Target 

Following the signal path, we come to the target.  It was placed in a windowed water tank, 3.7m long and 1m tall and wide.  It 

was suspended from an optical rail 2.5m long which was itself mounted over the tank so that the target distance could be easily 

varied.  The target was 46cm wide and 30cm tall, and had a matte surface.  We assumed this surface to be perfectly diffuse.  In 

order to see the effects of target “strength,” the target 

was split vertically down the center.  One side was then 

painted black, and the other painted a light grey so that 

 Fig. 3  A system block diagram.  The dotted black lines from the PMT/ Filter 

assembly are a sample field of view.  The red line from the laser/ ND assembly 

represents the beam.  The lighter red is a diffuse reflection from the target. 

 Fig. 2  Various data sets showing the effects of wavelength on 

absorption.  Absorption is greater in the near IR region (800nm-

1µm) compared to the visible (400-700nm). [4] [5] [6] [7] [8] [9] [10] 



 

they had different reflectivities.  The target could then be positioned so that only one side or the other was being used at a time. 

C. Detector 

For our detector, we used a red enhanced photo-multiplier tube (PMT) with an 8mm aperture.  A PMT was ideal because we 

did not need a large detector bandwidth, but we did need a relatively large detector surface area and moderately sized FOV.  A 

PMT was also ideal for very low light levels, offering a gain of up to .  The gain of the PMT was set via a simple voltage 

divider circuit to the recommended maximum gain.  Even being red-enhanced, the quantum efficiency at NIR wavelengths was 

much lower than at other wavelengths in the visible region, resulting in about two orders of magnitude less anode sensitivity [11]. 

An interference filter (IF) with a bandwidth of 10nm centered at 660 or 830nm was used for red and NIR, respectively.  For the 

green, we used an IF centered at 532nm with a bandwidth of 5nm, as it was readily available in our lab.  Additionally, the IF had 

the ancillary effect of helping to harden the system against backscatter by limiting the FOV slightly; the narrower the bandwidth 

of the filter, the narrower is the FOV, and the less backscatter is collected. 

After the PMT, the signal continues to a bias-tee circuit so we could separately monitor the DC and RF information from the 

detector.  The DC information was viewed and recorded via a multimeter so that it could be compared to the amplitude informa-

tion from the I/Q demodulator (which will be discussed shortly) as a check to help convince ourselves that our data made sense.  

The RF signal was then passed first through a 20dB amplifier, then a voltage controlled variable gain amplifier (VGA) with a gain 

of -50 to 50dB.  We used this amplifier chain to raise the signal to a level acceptable to our demodulator. 

C. RF Demodulator 
We used an analog I/Q demodulator to determine the phase difference between a local oscillator (LO) reference signal, and the 

returned (RF) signal.  From the demodulator we get In-Phase (I) and Quadrature-Phase (Q) data: 

 (2) 

 (3) 

where  amplitude of the reference signal 

  amplitude of the return signal 

  phase of the reference signal 

  phase of the return signal. 

Using trigonometry, it can be demonstrated that the change in magnitude, , and the change in phase in degrees from the 

original signal, , can be computed: 

 (4)

 
 

. 

(5) 

From this phase information, an absolute measurement of distance to target can be made by relating the change in phase to a 

real distance.  The received phase of the RF signal changes in reference to the LO signal because of the time delay as the signal 

propagates to and from the target.  Thus, if the target is farther from the receiver, the delay will be greater, so the phase difference 

between the received RF and sent LO signals will be greater.  Note that because the signal must propagate both to and from the 

target, the computed distance will be twice that of the distance to the target.  Hence, the distance  to the target can be found by: 

 
(6)

where:  the speed of light in vacuum 

  1.33, water’s index of refraction 

  or  = modulation wavelength or frequency. 

The LO signal into the demodulator, as aforementioned, is fed from the same RF generator modulating the laser. 

The demodulator provides the sum and difference of the incoming RF and LO signals, so low pass filters (LPF) must be used 

on the outputs to strip off the un-needed sum term.  When selecting the bandwidth of these filters, one must keep in mind that a 

lower bandwidth means less noise on the outputs, but it also will limit the frequency at which one can sample to twice that of the 

filter bandwidth.  We wish to eventually sample at 1MHz, so we used 500kHz filters. 

 C. Choice of Modulation Frequency (RF) 
In general, modulating faster enables more accuracy in range measurements, as the phase can be better resolved. Consider, for 

example, a wavelength of 226m in water, or  1MHz.  Plugging this into (6), along with a phase difference of one degree, we 

get a distance of about 31cm.  This means that for every degree difference in phase between the RF and LO signals that is meas-
ured, there is a 31cm change in calculated range.  So, to get centimeter accuracy in an ideal distance measurement, one must be 

able to resolve  of a degree phase change reliably, which leaves very little room for noise and other error in the system. 

Now, compare this with a wavelength of 2.26m in water, or  100MHz.  Again plugging into (6), we see that now a differ-

ence of one degree translates to only about cm of calculated range difference.  This means one need only be able to resolve three 



 

degrees of phase difference to get centimeter accuracy in distance.  The benefits of modulating faster are immediately apparent; 

such a system is much more robust against noise and measurement error. 

However, there is an upper limit to modulation frequency, determined by the “unambiguous range,” the maximum distance in 

which a phase measurement can be regarded as meaningful (i.e. ).  As discussed before, we used a modulation fre-

quency of 66MHz for the NIR laser, and 70MHz for the red and green.  This translates to an unambiguous range of 1.71m and 
1.61m in water, respectively.  We felt this would give us enough accuracy, and we would be able to measure our entire desired 

range within the unambiguous range. 

D. Controlling Dynamic Range 

One of the major challenges we faced when designing and implementing our system was the large dynamic range of the optical 

signal amplitude.  Since water, as discussed before, will attenuate optical signals exponentially and geometrically, a relatively 

strong signal must be used to be able to range a respectable distance.  This means, unfortunately, that at short ranges the return 

amplitude will be relatively much larger, by two to four orders of magnitude or more, than the amplitude at longer ranges; the 

detector and the demodulator cannot handle this sort of dynamic range. 

In order to compensate, we built a number of mechanisms into our system design, as can be seen in Fig. 3.  To stay within the 

dynamic range of the demodulator, the VGA was used.  We also adjusted the optical power into the tank to ensure that we stayed 

within the dynamic range of the PMT. 

Another option would have been to alter the gain of the PMT.  This is done by increasing the reverse bias on the tube, which 

has the effect of increasing the output current for a given amount of light incident on the detector.  We did not use this control, 

however, and instead left it at a constant 90% of the maximum (to stay within the manufacturer recommended range) for the 

duration of our tests.  By changing the reverse bias, we would have been changing the phase delay through the tube, thus altering 

our phase measurement, and ultimately the range to target calculation. 

E. Calibrating the Overlap Function 

While calibrating the overlap of source and receiver is not as important here as it was in the previous system, it can still affect 

the accuracy of the results.  If the target is close or far enough away, the laser will illuminate a section of the target which may not 

be within the FOV of the detector (imagine if the FOV in Fig. 3 was narrower and did not intersect where the beam met the 

target).  We calibrated the overlap by choosing a distance about half that of which we wanted to measure, and aimed the laser to 

be in the center of the detector’s FOV at that distance.  This allowed the illuminated portion of the target to enter into the detector 

FOV quickly, and remain there for the length of the distance of interest.   

F. Adjusting Water Turbidity 

Turbidity of the tank water was varied using commercially available Maalox®, a common practice in the underwater optics 

community.  The active ingredients, aluminum hydroxide and magnesium hydroxide, are particles which scatter the light, but do 

little to alter the absorption properties of the water [12].  We chose to approximate the marine environments “coastal ocean” and 

“turbid harbor,” shown in Table I, as well as other turbidities; tap water, not salt water was used, as the difference between clean 

and salt water is negligible [1].  To more precisely model actual aquatic environments, absorption, too, would have to be altered.  

This could be done with dye, such as the organic black dye, Nigrosin. 

 IV. RESULTS 

 A. 830nm Near-IR 

 As the first test of our prototype system, we wanted to 

gather some baseline “best case” data in air, not through water.  

Since environmental effects and dynamic range were limited, 

we can expect this to be the best possible result with our 

system.  Fig. 4 shows the performance of our 830nm prototype  

 Fig.  4  Actual vs. Measured distance using our 830nm prototype system 

through air.  Note that any deviation from the 1 to 1 Line is error, as shown 

by the blue line (secondary axis). 

TABLE I 
PROPERTIES OF SELECTED WATER TYPES AT GREEN 532NM 

(CONDENSED FROM [1]) (ALL IN ) 

 

a b c

pure sea water 0.045 0.0025 0.043

clear ocean 0.114 0.037 0.151

coastal ocean 0.179 0.219 0.398

turbid harbor 0.366 1.824 2.19

Properties at Green

Water Type



 

in air.  Actual distance and measured distance closely follow one another, as we expected; any deviation of this line from the “1 to 

1 Line” ideal case is error.  Note that the overlap function is very apparent in the error exhibited in the measurement- we aligned 

the laser to be in the center of the detector’s FOV at about 60cm, where the error dips to nearly zero. 

Once the system was moved into the water tank, we were 

unable to range as accurately or as far as in air.  Figs. 5a and 

5b show a similar plot for both weak (black) and strong (grey) 

targets in water.  Note the effect of a strong target- the return 

from the target is able to dominate the backscatter return for a 

greater distance, but eventually it too is backscatter limited.  

Also, as one might expect, more turbid water causes a degra-

dation of system performance, leading to more error and less 

sensor range. 

B. 660nm Red and 532 Green in Comparison 

 Having seen the effects of both beam attenuation due to 

turbidity and absorption, and of a strong or weak target, it is at 

this point most instructive to examine red and green wave-

lengths in comparison, using the NIR measurements as a 

baseline, as seen in Fig. 6.  Since the worst case is typically 

the most useful in designing a system, a weak target will be 

 Fig. 5  Actual vs. Measured distance using our 830nm prototype system through water.  (a) Weak target.  (b) Strong target.  Notice the increased ranging 

performance with a stronger, more reflective target. 

 Fig. 6  Actual vs. Measured distance plots comparing all three of the wavelengths tested (black target).  In clean water, the performance of lower 

wavelengths is much better, but as the water becomes more turbid, the performance converges.  (a) Clean.  (b) Coastal  Ocean  (c) Turbid Harbor. 



 

considered when making the comparison.  Fig. 6 shows Actual vs. 

Measured plots like those in Fig. 5, but instead shows all three 

wavelengths on one plot, separating plots by water turbidity.  Se-

lected turbidities include those for clean water (not pure), a coastal 

ocean area, and a turbid harbor. 

In clean water, the shorter wavelengths vastly outperform the 

longer NIR.  However, as the water begins to get more turbid, the 

different wavelengths’ performance begins to converge.  In fact, the 

NIR better maintains its performance characteristics over a range of 

turbidities compared to the green or red, just as predicted.  This can 

be seen in Fig. 7, which shows clearly how the ability to range 

accurately converges for the red and NIR wavelengths as water 

turbidity increases; at first, the red is able keep under 3cm of error 

for a much longer distance than the NIR, but they soon converge in 

performance. 

V. CONCLUSIONS AND FUTURE WORK 

 We applied the idea of a hybrid LIDAR-RADAR system to opti-

cal ranging in order to achieve centimeter-type range accuracy over 

the distance of meters with high range resolution.  This would be a 

vast improvement over existing systems, optical or otherwise, at 

short ranges. 

Using an optical wavelength in the NIR region helped to harden our system against the effects of changing turbidity levels of 

the water, but at the cost of not being able to range as far in clean water as we could with visible, especially blue-green, wave-

lengths.  This is because NIR wavelengths absorb very quickly in even clean water, but are much less affected by scattering, the 

two components that make up total attenuation. 

A modulation frequency of around 66MHz allowed us a theoretical maximum range measurement of about 1.71m within the 

unambiguous range, and afforded a one-half centimeter change in distance for every one degree of phase change.  At 70MHz, the 

unambiguous range drops to 1.61cm. 

Using the phase information of the modulation envelope, we were able to achieve centimeter-type accuracy, but we were only 

able to do this over a meter or more in ideal conditions, such as clean water with a strong target.  The most accurate we can hope 

to be with this setup is demonstrated by our measurements in air.  We were able to achieve less than 2.5cm of error over the entire 

measured range, 1.2m, in air.  Even when limited by environmental effects, our system is still an improvement over the existing 

optical ranging system discussed earlier. 

More work could be done to minimize the effects of the environment in limiting the range of the system. Also, dynamic range 

is still an issue.  Three orders of magnitude or more need to be examined, depending on optical wavelength, which is impossible 

with a conventional detector.  Techniques involving passive or mechanical apertures will be examined, as well as systems em-

ploying multiple lasers and detectors.  Such a system could use one laser and receiver pair for near-field measurements, and 

another for far-field measurements.  This would reduce the dynamic range requirement of each individual sensor, as well as allow 

the use of multiple wavelengths.  Wavelengths which are absorbed less readily in water, for example, could be used for longer 

range measurements. 

If a higher modulation frequency could be achieved, more accurate ranging information would be able to be gathered.  Howev-

er, this would come at the cost of a shorter unambiguous range, which is a drawback of the sinusoidal modulation (LIDAR-

RADAR) scheme in this application. 

A different scheme involving chaotic modulation techniques (CLIDAR) will be looked into in the future.  Using chaotic wave-

forms to modulate an optical signal, we can take advantage of a very high bandwidth signal, as high as 15GHz, which is non-

repeating [13].  This could have the potential for extremely accurate ranging which is not bounded by an unambiguous range. 
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